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a b s t r a c t 

The paper introduces the development of a new OpenFOAM solver QGDFoam for the numerical simulation 

of viscous compressible flows within a wide range of Mach numbers in the framework of the OpenFOAM 

formalism. The new solver is based on the implementation of regularized, or quasi-gas dynamic (QGD) 

equations. The mixed finite-volume and finite-difference approximation is constructed on unstructured 

space grids with co-located variables storage and explicit time scheme for convection approximation. The 

solver has been tested for a range of 1D Riemann problems and 2D cases, comparing results with analytic 

solutions and OpenFOAM’s implementation of the Kurganov–Tadmor scheme known as rhoCentralFoam . 
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. Introduction 

OpenFOAM program complex is a widely known open-source

nite-volume toolkit for fluid flow simulations. Gas dynamic

olvers included in OpenFOAM are based on a several robust nu-

erical algorithms written in a flux form together with their

nite-volume approximation. In this paper we present a new gas

ynamic solver that is constructed in a flux form and based on

uasi-Gas Dynamic (QGD), or regularized Navier–Stokes equations.

The first steps in developing QGD equation system were made

ore than 30 years ago basing on kinetic approaches, e.g. [1,2] .

everal alternative variants of creating QGD system were devel-

ped later and the system itself was investigated and used as the

asis of a new family of finite-difference algorithms for gas dy-

amic computations, e.g., [3–6] . 

The QGD equation system has the form of equations for

ass, momentum and energy conservation, but it differs from the

avier–Stokes system by additional strongly non-linear dissipative

erms that have a form of second order space derivatives with a

mall coefficient as a factor. From the mathematical point of view
∗ Corresponding author. 
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he QGD system looks more complicated than the Navier–Stokes

ne, but due to included additional dissipation, QGD system allows

o use simpler algorithms for its numerical treatment. Below for

implicity, these algorithms are named as QGD algorithms. 

At the first parallel systems on transputer elements, that ap-

eared at that time, the efficiency of parallelization of future QGD

lgorithms was proved [7] . 

Speed-up scaling was investigated for a 3D implementation of

GD algorithm on rectangular space grids using MPI implementa-

ion of the C++ and CUDA on the K100 parallel computer of the

eldysh institute of Applied Mathematics RAS [8] . The calculation

imes were measured for a 10 0 0 time steps on a grid consisting

f 216 blocks with 50 × 50 × 50 cells in each block. The efficiencies

ere normalized to 4 GPUs. For 108 GPUs, tests showed a parallel

fficiency of approximately 77.5%. 

Scaling tests on up to 512 GPUs were performed on the su-

ercomputer Lomonosov in Moscow State University [8] . The in-

rease of QGD scaling efficiency using different kinds of computer

evices Nvidia Tesla, Nvidia Keppler 20, Keppler 40 and Keppler80

as been shown In [9] . 

Already in [10] and [11] the prospects of the new model for cal-

ulation of pulsating flows were shown. Since the first variants of

he QGD system were constructed on the basis of kinetic models,
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the new approach was firstly tested using examples of numerical

modeling of rarefied flows, e.g., [12,13] . 

Numerous examples of successful applications of the QGD-

based algorithms to a variety of steady and unsteady subsonic and

supersonic gas flows can be found in recent publications, for exam-

ple [14] subsonic flows [15] and astrophysical applications [16,17] .

In [18] an example of laminar-turbulent transition in a Taylor–

Green vortex decay flow was simulated by QGD algorithm with im-

plicit turbulence modeling. QGD implementations for shallow wa-

ter problems are presented in, e.g., [19,20] . 

QGD algorithms were implemented in Cartesian and cylindri-

cal coordinates for regular and irregular space-grids and two and

three-dimensional flows. A number of programs have been im-

plemented on multiprocessor computational systems with MPI

standard. Nevertheless, QGD implementation in the framework of

OpenFOAM facilities would significantly expand the scope of QGD

equations application and would give an opportunity to a wide

range of users to try this approach as well as to enhance it. 

Section 2 presents a short description of regularized gas dy-

namic equations compared with Navier–Stokes one. Section 3 con-

tains OpenFOAM implementation of QGD equations approximation.

A comparison of the developed solver QGDFoam with rhoCentral-

Foam [21] is presented in Sections 4 and 5 . The comparison in-

cludes results of numerical simulation of a 1D Rieman problems

and several 2D problems – high Mach number jet flows and planar

flows at low Reynolds ( Re ) and Mach ( Ma ) numbers. Evaluation of

the performance and parallel efficiency of the developed solver are

presented in Section 6 . Conclusions and perspectives are discussed

in the conclusion section. 

2. Regularized gas dynamic equations 

2.1 Regularized or QGD system of equations 

Like Navier–Stokes equations, the QGD system describes the

evolution of gas density ρ , velocity � U and pressure p , as functions

of space co-ordinates and time. But in contrast with the Navier–

Stokes equations, the QGD parameters are regarded as averaged, or

smoothed values over some small time interval. Such smoothing

of the gas dynamic parameters ρ , p and 

�
 U leads to the appearance

of additional dissipative terms in the corresponding equations with

an additional dissipative coefficient, which has the dimension of a

time and is denoted as τ , e.g. [4–6,22] . It is related to the aver-

aging time. When τ tends to zero, the system of QGD equations,

which describes the evolution of smoothed gas-dynamic parame-

ters, reduces to Navier–Stokes equations. The dissipative nature of

τ -terms is ensured by the existence of the non-negative dissipative

function for QGD equations system. 

The QGD system in Cartesian coordinates writes: 

∂ρ

∂t 
+ ∇ · �

 j m 

= 0 , (1)

∂ρ �
 U 

∂t 
+ ∇ ·

(
�
 j m 

� �
 U 

)
+ ∇p = ∇ · ˆ ∏ 

, (2)

∂ρe 

∂t 
+ ∇ ·

(
�
 j m 

h 

tot 
)

+ ∇ · �
 q = ∇ ·

(
ˆ ∏ 

· �
 U 

)
. (3)

Here, for simplicity reasons, external forces and heat sources

are omitted, and the gas is supposed to be ideal. The full system

can be found, for example, in [5] . The total energy per unit vol-

ume ρe and the total specific enthalpy h tot are defined as ρe =
ρu + ρ 1 

2 ( 
�
 U · �

 U ) and h tot = e + p/ρ, where u — is specific internal

energy. The mass flux density � j m 

is given by: 

�
 j m 

= ρ
(
�
 U − �

 w 

)
, �

 w = 

τ

ρ

(∇ ·
(
ρ �

 U � �
 U 

)
+ ∇p 

)
. (4)
The viscous stress tensor ˆ � and the heat flux � q writes 

ˆ  = 

ˆ ∏ 

NS 
+ τ �

 U � ρ
(

�
 U · ∇ 

�
 U + 

1 

ρ
∇p 

)
+ τ ˆ I 

(
�
 U · ∇p + γ p∇ · �

 U 

)
, 

(5)

ˆ  

NS 
= μ

(
∇ 

�
 U + 

(∇ 

�
 U 

)T − ˆ I 
2 

3 

∇ · �
 U 

)
, (6)

�
  = 

�
 q NS − τ �

 U ρ
(

�
 U · ∇u + p � U · ∇ 

(
1 

ρ

))
, �

 q NS = −κ∇T . (7)

Here, γ is the adiabatic exponent, ˆ I the unit tensor. The internal

nergy per unit mass for ideal gas is u = p/ (ρ(γ − 1)) . Pressure,

ensity and temperature T of are linked through the perfect-gas

quation-of-state (EoS): 

p = ρRT , (8)

here R is the unit-mass perfect gas constant. The thermal con-

uctivity is given 

= 

μC p 

Pr 
, (9)

here Pr is the Prandtl number, C p is specific heat capacity at con-

tant pressure. The dynamic viscosity μ contained in expressions

5) –(9) for ˆ � and 

�
 q is defined as a function of temperature: 

= μ(T ) , (10)

Simplified forms of QGD equations for the description of tran-

onic and incompressible flows were proposed by Sheretov and can

e found in, e.g., [4–6] . 

The expressions for the regularization, or dissipative coefficient

will be specified in the next section. 

The continuity equation of the QGD system (1) includes ad-

itional second order space derivatives compared with the cor-

esponding equation in Navier–Stokes system. Therefore the QGD

ystem must have an additional boundary condition, that can be

erived from the behavior of the mass flux � j m 

on the boundary of

he domain. This additional boundary condition is conveniently im-

osed for the boundary pressure gradient. For example, in an im-

ermeable non-moving adiabatic wall a normal mass flux must be

ero, � j m 

= 0 . This condition satisfies by traditional boundary con-

itions for velocity � U = 0 and adiabatic conditions for normal tem-

erature gradient on the wall ∇T = 0 , accomplished by the bound-

ry condition for normal pressure gradient ∇p = 0 . 

.2 Dissipative coefficient τ and possibilities of numerical 

mplementation 

The QGD system, compared with the Navier–Stokes one in-

ludes an additional dissipative coefficient τ . According to the

ays of construction of the QGD system, this coefficient must be

mall, producing a small contribution of the additional terms com-

ared with the other ones. 

The value of τ can be determined using the kinetic derivation

f the QGD system or by comparing the additional τ terms in the

ontinuity Eq. (1) with the classical descriptions of self-diffusion,

hermodiffusion or barodiffusion effects, see [4,5] . For a perfect

as, all these approaches lead to 

= 

μ

p Sc 
, (11)

here Sc is the Schmidt number, that is of the order of 1. So τ is

lose to the so-called maxwellian relaxation time τMax = μ/p, that

s close to a mean free time for the gas particles, and τ can be

stimated as 

∼ τMax ∼ λ

C s 
. (12)
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Fig. 1. Sketch of the OpenFOAM computational molecule – cell with arbitrary 

shape, its face and connection to neighboring cell. 
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ere λ is the mean free path of the gas particles, and C s is the

ound velocity. A more general formula for τ was proposed by

heretov [4] in the form 

= γ
μ

Sc C 2 s ρ
, (13) 

sing the Laplace formula for sound velocity C 2 s = γ p/ρ the ex-

ression (13) transforms in (11) . 

In non-dimensional form τ ∼ Kn , where Kn is the Knudsen num-

er. For rarefied gas flows τ can be rather large. For the numerical

imulation of moderately rarefied flows and flows in microchan-

els, QGD equations were used with τ given by (11) and (13) . 

Nevertheless, for dense gases and liquids τ value is negligibly

mall, and the role of additional terms in QGD equations becomes

egligible compared with that of viscous Navier–Stokes terms. 

However, for computational purpose, τ can be increased to

ake it act as an efficient algorithm regularizer. 

The more natural variant for the numerical implementation of

-terms as an artificial dissipation consists in replacing the mean

ree path λ in (12) by the computational space step 	h in the form

= α
	h 

C s 
, (14) 

here α = const > 0 is a small numerical factor for tuning the

omputational solution. It means, for example, that the spreading

f the shock waves is proportional to a space step. Despite of its

implicity, the implementation of QGD equations with τ terms in

he form (14) allowed to use the central differences approximation

or all spatial derivatives without stabilization of the algorithm by

ny kind of limiting procedures. The Courant stability of the ex-

licit in time central-difference QGD schemes is ensured by the τ -

erms. 

The τ value may be chosen in a more sophisticated way, de-

ending on the problem under consideration. Several examples

sed in previous computations are listed below. 

In problems with non-negligible variations of Knudsen num-

ers, the combination of (11) and (14) was used in the form 

= 

μ

p Sc 
+ α

	h 

C s 
. (15) 

For flows with high Reynolds and Mach numbers the τ dissi-

ation included in the QGD system can be insufficient to stabilize

he solution. In this case additional dissipation can be included in

avier–Stokes viscous stress tensor to increase viscosity coefficient

s 

→ μ + Sc QGD p τ, (16) 

here Sc QGD is a positive tuning coefficient. Including a depen-

ence of the tuning coefficient from Mach Ma number in (16) as

c QGD = Sc QGD (Ma ) allows to vary the level of artificial dissipation.

or example, it can be increased in the vicinity of shock waves and

ecreased in the boundary layers. 

For Euler flows, where μ = κ = 0 , τ is calculated using (14) , a

iscosity coefficient as μ = pτ and a heat conductivity according

ith (9) . Thus all dissipative coefficients are artificial. 

Basic values of tuning coefficients are α = 0 . 5 , Sc QGD = 1 , P r =
 . Numerical dissipation and diffusion could be adjusted by de-

reasing α and Sc QGD coefficients down to values at which the so-

ution becomes unstable or begins to oscillate. The value of Pr must

e kept equal to 1 in most cases. 

. Approximation of QGD equations with OpenFOAM 

The system of QGD Eqs. (1) –(3) has been approximated with

he Finite Volume Method (FVM) implemented in open-source li-

rary OpenFOAM. The choice this of approach is justified by: 
• successful application of FVM on staggered irregular triangular

meshes for QGD equations, see [5] ; 
• conservativeness and boundedness properties of Finite Volume

Method. 

OpenFOAM’s implementation of FVM uses co-located storage

ith compact stencil. According to this approach the computa-

ional domain is approximated as a set of non-overlapping volumes

f arbitrary shape, connected to each other only through one com-

on face – see Fig. 1 , [23] . The unknown gas dynamics fields are

veraged over cell volumes and the averaged values are stored at

ell centers P . Balance equations describing the flow are approx-

mated in the integral formulation using the Ostrogradsky-Gauss

heorem to replace the volume integral with a surface integral and

sing mean value theorem to calculate the surface and volume in-

egrals of approximated functions. 

Traditionally, in the most of OpenFOAM applications the

perator-splitting techniques is used (such as PISO, SIMPLE and

heir modifications) to solve pressure-velocity linked equations at

ow speeds, and Euler or multi-stage Runge–Kutta schemes with

pproximate Riemann solvers (Kurganov–Tadmore, HLLC, AUSM+) 

or high speed flows [21] . The matrix-coupled approach is used

ore rarely for pressure-velocity coupled simulations of incom-

ressible fluids. The hybrid pressure-based and Kurganov–Tadmore

pproach was proposed for all Mach number perfect gas flows [24] .

The semi-implicit approach, similar to Greenshields et al.

21] was used to approximate QGD equations. Within this approach

he typical convection-diffusion Eq. (17) for some specific property

∂ρβ

∂t 
+ ∇ ·

(
�
 U ρβ

)
− ∇ ·

(
D β∇ β

)
= S β (17)

s approximated in OpenFOAM as: 

ρn βn − ρo βo 

	t 
= − 1 

V 

∑ 

f 

φ f β f + 

1 

V 

∑ 

f 

D β, f 

δβ

δ �
 n f 

| � S f | + S β, (18)

here the convective flux φf calculated at the face f is: 

f = 

(
�
 U ρ

)
f 
· �

 S f , (19) 

nd δβ/δ �
 n f denotes an approximation of the surface normal

erivative of β at the center of face f . 
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According to procedure [21] diffusive terms are approximated

using an implicit scheme, while other terms are approximated us-

ing an explicit scheme. It has been shown that the explicit approx-

imation of QGD equations is conditionally stable. 

3.1. Approximation of QGD dissipative terms 

In contrast to common transport equations which are similar

to (17) , QGD equations contain terms which needs a special ap-

proximation procedure in OpenFOAM. These terms are denoted as

“QGD”-fluxes. 

As an example, consider the dissipative term in the mass flux
�
 j m 

used in conservation equations: 

τ
(∇ ·

(
ρ �

 U � �
 U 

)
+ ∇p 

)
. (20)

In order to apply a divergence theorem for this term, it should

be calculated at the center of the face between two cells. 

τ f 

([∇ ·
(
ρ �

 U � �
 U 

)]
f 
+ [ ∇p ] f 

)
, (21)

where the subscript f denotes interpolation from a cell to a face. 

The least square method is used for the evaluation of partial

derivatives in the current implementation of QGD algorithm. In

this approach the gradient (or other partial differential operators)

at a face center is evaluated using field values from all cells con-

nected to the given face through common vertices and edges. Val-

ues of an arbitrary property β in cells neighboring face f can be

expressed with the gradient and value in the face center using Tay-

lor’s expansion: 

βi = β f + 

(
�
 x f − �

 x i 
)

· ( ∇ β) f + e i (22)

By minimizing the weighted sum of squared errors from all

cells connected to the considered face: 

e 2 f = 

∑ 

i 

w 

2 
i e 

2 
i , (23)

we get the final gradient expression, evaluated with a least square

method: 

[ ∇ β] f ≈
∑ 

i 

w 

2 
i 

ˆ G 

−1 �
 d i 
(
βi − β f 

)
, (24)

where ˆ G is a 3 × 3 tensor ˆ G = 

∑ 

i w 

2 
i 
�
 d i �

�
 d i and weight w i = 1 / | � d i | .

The value at face β f is evaluated using linear interpolation. 

Final approximation expressions for the gradient are different

from those derived in [5] for structured finite-difference grids, but

both methods are second order in space, giving the same formal

order of accuracy. The advantage of using a least square method

compared with the original method is an ability to use unstruc-

tured grids with cells of arbitrary shape. However, this method has

the following drawbacks: 1) it is more computationally expensive;

2) it demands an extending of a computational stencil in addition

to those used in standard OpenFOAM’s FVM implementation, i.e.

we need to store addressing information about the cells, that are

connected to the given face by at least one vertex. 

Extension of the computational stencil has led also to increase

in overheads of the parallel algorithm. However, further mea-

surements of the developed QGDFoam solver performance showed

that MPI (Message Passing Interface) overheads are still reasonably

small compared with other calculation costs. 

3.2. General approximation procedure 

The convective (inviscid) part of equations is approximated us-

ing an explicit scheme for mass ρ , momentum ρ �
 U and total energy

ρe balance equations. The viscous part of the equations is approx-

imated as implicit corrections to the inviscid part according to the

following procedure proposed in [21] 
Mass conservation equation 

n = ρo − 	t 

V 

∑ 

f 

� f (ρ
o ) 

f (ρ
o ) = ρ f 

�
 U f · �

 S f − τ f 

([∇ · (ρ �
 U � �

 U ) 
]

f 
+ [ ∇p ] f 

)
· �

 S f 

Momentum balance equation 

ρ �
 U 

)p = 

(
ρ �

 U 

)o − 	t 

V 

∑ 

f 

� f 

((
ρ �

 U 

)o 
)

ρn �
 U 

n − ρo �
 U 

o 

	t 
− ρn �

 U 

p − ρo �
 U 

o 

	t 
= 

1 

V 

∑ 

f 

�
 S f · ˆ �NS 

f 

f 

((
ρ �

 U 

)o 
)

= � f (ρ
o ) � U f + p f � S f − �

 S f · ˆ �QGD 
f 

ˆ QGD 
f 

= τ f 
�
 U f �

(
ρ f 

�
 U f ·

[∇ 

�
 U 

]
f 
+ [ ∇p ] f 

)
+ 

f ̂
 I 

(
�
 U f · [ ∇p] f + γ f p f 

[∇ · �
 U 

]
f 

)

ˆ NS 
f = 

(
μ∇ 

�
 U 

n 
)

f 
+ μ f 

((∇ 

�
 U 

o 
)T 

f 
− 2 

3 

ˆ I 
(∇ · �

 U 

o 
)

f 

)
Energy balance equation 

( ρe ) 
p = ( ρe ) 

o − 	t 

V 

∑ 

f 

�((ρe ) o ) 

ρn u 

n −ρo u 

o 

	t 
−ρn u 

p −ρo u 

o 

	t 
= 

1 

V 

∑ 

f 

(
κ

C v 

)
f 

δu 

n 

δ�
 n f 

| � S f | + 

1 

V 

∑ 

f 

ˆ �NS 
f · �

 U 

o 
f 

f ((ρe ) o ) = � f (ρ
o ) f h 

tot 
f − ˆ �QGD 

f 
· �

 U f · �
 S f −

f 
�
 U f ρ f 

(
�
 U f · [ ∇u ] f + p f � U f ·

[ 
∇ 

1 

ρ

] 
f 

)
· �

 S f , 

here superscript n refers to the new time layer, o – to the old

ime layer, p – to the predicted values, V – volume of computa-

ional cell, 	t – time step, � S f – area of face between two adjacent

ells, multiplied by normal vector value � n f . If it is not mentioned

xplicitly, values in expressions are evaluated from previous time

ayer. 

Within this approach, time step is limited only by CFL criterion:

F L = 

(| � U | + C s 
)	t 

	h 

≤ CF L max (25)

.3. Overall algorithm 

The overall procedure of the explicit numerical solution of QGD

quations involves the following steps 

1. Start at initial time step t 0 with initialized mesh (space

discretization), all needed physical fields (velocity, density,

pressure, temperature and others), parameters of numerical

model (such as α, Sc QGD ). 

2. Check whether the current time point is less then final one.

Go to the next step, if true. Otherwise – finish simulation. 

3. Calculate volume and surface fields used in evaluation of

fluxes: 
• compressibility field ψ = (∂ ρ/∂ p) T ; 
• heat capacities ratio γ ; 

• speed of sound C s = 

√ 

γ /ψ 

• interpolate from cells to faces fields of density ρ , velocity
�
 U , pressure p , heat capacities ratio γ , speed of sound c ,

total specific enthalpy h tot = ε + 

�
 U ·� U 
2 + p/ρ, specific heat

capacity at constant pressure Cp . 

4. Calculate molecular viscosity and heat conductivity for flows

of viscous gases. 
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Fig. 2. Test 1. Distributions of density ρ , “RCF” – rhoCentralFoam , “QGD” –

QGDFoam , “exact” - exact solution. 

Fig. 3. Test 2. Distributions of the temperature T . “RCF” – rhoCentralFoam , “QGD” –

QGDFoam “exact” – exact solution. 
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5. Calculate QGD coefficients: 

(a) QGD dissipative coefficient τ ; 

(b) QGD artificial viscosity coefficient μQGD ; 

6. Calculate gradients of pressure and velocity as well as veloc-

ity divergence at face centers using the least square method.

7. Calculate mass flux field 

�
 j m 

. 

8. Calculate momentum flux field 

ˆ �. 

9. Calculate energy flux field. 

10. Check CFL criterion. 

11. Update time step increment 	t , increase time t n = t o + 	t . 

12. Solve continuity equation. 

13. Solve inviscid part of momentum equation. 

14. Correct velocity at boundaries. 

15. For viscous flow case, update velocity field by solving

parabolic part of the momentum balance equation. 

16. Update momentum field with new velocities and densities. 

17. Solve inviscid part of energy equation. 

18. Correct specific energy at boundaries. 

19. For viscous flow case, update specific energy field by solving

parabolic part of the energy balance equation. 

20. Update energy field with new specific energy and density. 

21. Correct pressure with EoS using new density and compress-

ibility. 

22. Update density at boundaries. 

23. Go to next step (step 2). 

. Solver validation for 1D flows 

This section considers the Riemann problems discussed in, e.g.

25,26] . They reflect the characteristic features of unsteady gas

ows with strong shock waves that are difficult for numerical sim-

lation. The initial data for the Rienmann problems are listed in

he table according to the notations used in [26] . Specifically, the

ow parameters on the left and right of the discontinuity are de-

oted by the indices L and R , respectively. The time at which the

lots are shown is denoted by t fin . 

The boundary conditions are the same as the corresponding ini-

ial conditions at the ends of the computational domain. In all

omputations, γ = 1 . 4 , except for the Noh problem (Test 3) with

= 5 / 3 . The length of the computational domain is equal to 1,

rom x = −0 . 5 tp x = +0 . 5 . The discontinuity is placed at x = 0 . 

We compare the results obtained by QGDFoam and rhoCentral-

oam solvers. All solutions for QGDFoam solver can be obtained

ith regularization paramener α = 0 . 4 and numerical coefficients

c QGD = 1 . Particular tuning parameters allowing to improve the

umerical solutions for QGDFoam and rhoCentralFoam are men-

ioned in the text. QGDFoam and rhoCentralFoam solvers use a con-

tant Courant number Co and a variable time step. 

In the OpenFOAM formulation, the problems are always solved

n the dimensional form. To solve problems in the non-dimensional

orm using OpenFOAM, initial data should be normalized in an

ppropriate way, for example by scaling molecular mass M of

 gas. The dimensional form for the tests presented below are

onstructed as follows: L = 1 m, C v = 1 . 0 J/(kg K), R = R /M =
.4 J/(kg K), where M = 20,785 is the molecular mass and R is

he universal gas constant. The expression 

 p = 

γ R/M 

γ − 1 

s used to obtain γ values. For γ = 1 . 4 we assign C p = 1 . 4 J/(kg K),

nd for γ = 5 / 3 we assign C p = 1 J/(kg K). 

Test 1 – Sod problem. The resulting flow presents all character-

stic features of supersonic flows: sonic points at the boundaries of

 rarefaction wave, a contact discountinuity, and a shock wave. 

Fig. 2 shows the density profile for space grid step 	h =
 . 0025 with QGDFoam (Courant number Co = 0 . 4 ) and rhoCentral-
oam (Courant number Co = 0 . 1 ). The best tuning parameters for

GDFoam are α = 0 . 1 and Sc QGD = 0 . 001 . For rhoCentralFoam the

tandard interpolation vanLeer scheme was used. 

Test 2 – Divergent waves. Here the flow consists of two rar-

faction waves that propagate away from the center of the do-

ain. The difficulty in the numerical solution of this problem is

hat the gas density, velocity and pressure at the center (between

he divergent flows) are very low, while the specific internal en-

rgy u = p/ (ρ(γ − 1)) does not tend to zero. It seems that there

re no scheme in Eulerian variables that describes the behavior

f the internal energy with high accuracy. The non-physical maxi-

um of the internal energy near the point x = 0 is called “an en-

ropy tail”. Note, that all τ - terms in this region are equal to zero,

nd the cause of this maximum is related to the rough approxima-

ion of the convective terms. 

Fig. 3 presents the distribution of the specific internal energy

 for 	h = 0 . 0 0 03125 with QGDFoam ( Co = 0 . 1 ) and rhoCentral-

oam ( Co = 0 . 025 ). For QGDFoam the minimal entropy tail was ob-

ained with α = 0 . 1 and Sc QGD = 1 . This non-physical maximum

an be smoothed using low artificial value of the Prandtl number

 r = 0 . 01 . For rhoCentralFoam solver Minmod limiter was used. 

Test 3 – Noh problem. The flow is formed by the collision of

wo hypersonic flows of a cold dense gas. As a result, two diverging

infinitely strong” shock waves are formed between which a sta-

ionary gas with a constant density and pressure remains. The esti-

ations of the Mach number in the shock waves give Ma = U L /c c =
75 . Fig. 4 shows the density profile for space grid step 	h = 0 . 005

ith QGDFoam ( Co = 0 . 001 ), and rhoCentralFoam ( Co = 0 . 2 ). The ar-
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Fig. 4. Left - Test 3, right - Test 3a. Distributions of density ρ . “RCF” – rhoCentralFoam , “QGD” – QGDFoam , “exact” - exact solution. 

Fig. 5. Test 4. Distributions of the temperature T . “RCF” – rhoCentralFoam , “QGD” –

QGDFoam , “exact” - exact solution. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Test 5. Distributions of density ρ . “RCF” – rhoCentralFoam , “QGD” –

QGDFoam , “exact” – exact solution. 

Fig. 7. Test 6. Distributions of density ρ . “RCF” – rhoCentralFoam , “QGD” –

QGDFoam , “exact” – exact solution. 
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tificial entropy tail formed by rhoCentralFoam solver near the point

x = 0 is seen. In QGD formulation the tail is not visible and in

the corresponding region all τ -terms are zero. The QGD solution

does not depend on α in the range [0.1–0.5]. For rhoCentralFoam

we used Minmod scheme. 

Test 3a – Compression waves. Gas compression in this flow

corresponds to a pressure drop p L /p R = 10 5 , which is complicated

for numerical simulation. Fig. 4 shows the density distributions

for 	h = 0 . 0 0 08 . The Courant number Co = 0 . 01 was used for both

QGDFoam and rhoCentralFoam . In QGDFoam α = 0 . 4 and Sc QGD = 1 .

In rhoCentralFoam the standard interpolation vanLeer scheme is

used. 

Test 4 – Strong shocks. Here the gas flow has the form of

two diverging shock waves with a moving contact discontinuity

between them. Fig. 5 shows the density graphs for 	h = 0 . 003

for QGDFoam with Co = 0 . 1 and rhoCentralFoam with Co = 0 . 2 . In

QGDFoam , we used α = 0 . 3 and Sc QGD = 0 . 5 . In rhoCentralFoam , the

standard interpolation vanLeer scheme is used. 

Test 5 – Stationary contact. The flow represents a station-

ary contact discontinuity. Fig. 6 shows the density calculations

for 	h = 0 . 01 for QGDFoam with Co = 0 . 1 and rhoCentralFoam

with Co = 0 . 2 . When artificial viscosity and heat conductivity are

swiched off ( Sc QGD = 0 ) the QGDFoam contact discontinuity is lim-

ited to one mesh spacing. When the whole QGD dissipation is

swiched off ( τ = 0 ), the numerical solution is absolutely unstable.

In rhoCentralFoam , the standard interpolation vanLeer scheme is

used. 

Test 6 – Moving contact. This problem deals with a slowly

moving contact discontinuity. Fig. 7 presents density graphs for

	 = 0 . 01 . We used Co = 0 . 1 and Co = 0 . 2 for QGDFoam and rho-
h 
entralFoam , respectively. In this case the decrease of the artifi-

ial viscosity and heat conductivity ( Sc QGD = 0 . 1 ) in QGDFoam leads

o a more accurate numerical solution that fully corresponds to

hoCentralFoam result. In rhoCentralFoam the standard interpolation

anLeer scheme is used. 

Test 7 – Peak problem. Fig. 8 presents density graphs for 	h =
 . 0 0 0 05 for QGDFoam with Co = 0 . 05 and rhoCentralFoam with

o = 0 . 3 . The on-going process is evolving for a short time (see

able 1 ), that explains a small Courant number for QGD solver.

or QGDFoam α = 0 . 4 and Sc QGD = 1 were used and for rhoCentral-

oam we used upwind scheme. A comparison of L -norm of error,
1 
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Fig. 8. Test 7. Distributions of density ρ “RCF” – rhoCentralFoam , “QGD” – QGDFoam , 

“exact” – exact solution. 

Table 1 

Initial conditions for Riemann problems. 

Test ρL u L p L ρR u R p R t fin 

1 1 0.75 1 0.125 0 0.1 0.2 

2 1 −2 0.4 1 2 0.4 0.15 

3 1 1 10 −6 1 −1 10 −6 1 

3 a 1 −19 . 597 10 0 0 1 −19 . 597 0.01 0.012 

4 5.999 19.597 460.894 5.999 −6 . 196 46.095 0.035 

5 1.4 0 1 1 0 1 2 

6 1.4 0.1 1 1 0.1 1 2 

7 0.126 8.904 782.928 6.591 2.265 3.154 0.0039 
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omputed for Tests 1 –7 is presented in Table 2 . L 1 -norm of error

as been calculated on the self-similar solutions for 1D inviscid gas

ow equations and a numerical approximation obtained on a uni-

orm mesh from QGDFoam or rhoCentralFoam solvers, respectively:

 1 = 

1 

N 

N ∑ 

i =1 

∣∣a exact 
i − a num 

i 

∣∣, (26) 

here N – number of computational points, a exact 
i 

– exact solu-

ion (density, velocity, etc.) at the i th computational point, a num 

i 
–

umerical solution at the i th computational point calculated using

hoCentralFoam or QGDFoam solvers. For tests 1, 3, 3a, 5, 6, 7 the

ensity ρ was used to measure L 1 -norm and for tests 2 and 4 –

nternal energy u . 

The above comparisons are the first direct comparison of QGD

esults with those of the widely used rhoCentralFoam numerical

ethod in the frameworks of OpenFOAM. The comparison shows

hat QGD are competitive with rhoCentralFoam method, and is even

etter for a number of cases. For tests 1 and 2 the QGD Courant

umber exceeds the rhoCentralFoam Co . For tests 3a and 7 the Co

alues are equal. For tests 2 and 3 the entropy tail in the QGD

ormulation is smaller than in rhoCentralFoam one. In test 5 QGD

olution coincides with the analytical solution. Nevertheless, ad-

itional tuning of the QGDFoam and rhoCentralFoam settings may

ring further improvements for both methods. 

. Solver validation for 2D flows 

To validate and verify the QGDFoam solver and to study proper-

ies of the scheme in comparison with previously developed Open-

OAM solvers other test cases are shown below, namely: 

• supersonic inviscid flow over forward-facing step in a channel; 
• subsonic viscous laminar flow over backward-facing step in a

channel; 
• supersonic underexpanded jet flow with Mach reflection; 
• supersonic overexpanded jet flow with Mach reflection. 

.1. Forward-facing step flow in a channel 

Here we present the example of an inviscid supersonic flow in a

lanar channel with a ledge. A complicated configuration of shock

aves serves as a known test to estimate the validity of numerical

ethods for solving Euler equations (see, e.g., [27] ). 

According to Woodward and Collela [27] , the problem is solved

n the following dimensionless form: the length of the channel is

, its width is 1, the height of the ledge is 0.2, and its length is 2.4.

e consider the flow of a inviscid, non-heat-conducting gas ( μ =
 = 0 ) with specific heat ratio γ = 1 . 4 and Ma = 3 . Recalculation of

hese parameters in dimensional form is performed as in the above

iemann problems. 

The boundary conditions are given as follows: On the input

oundary, the values of the gas dynamic parameters are assumed

o be equal to the values of the incident flow, i.e. ρ = 1 , u x = −Ma,

 y = 0 , and p = 1 /γ . On the output boundary, we pose the “soft”

oundary conditions ∂ f/∂ x = 0 , where f = (ρ, p, u x , u y ) . On the

igid walls of the channel and ledge, we pose the “symmetry”

oundary conditions: 

∂ p 

∂n 

= 0 , 
∂ρ

∂n 

= 0 , 
∂u s 

∂n 

= 0 , u n = 0 , 

here n is the normal, and s is the tangent to the corresponding

oundary. As initial conditions the parameters of the incident flow

re used. 

The distribution of density at time t = 4 for uniform space grid

40 × 80 computed by QGDOFoam is presented in Fig. 9 in com-

arison with rhoCentralFoam Upwind and rhoCentralFoam 2nd or-

er TVD methods. For all three methods the Courant number is

o = 0 . 25 . For QGD calculations we take numerical dissipation with

oefficients α = 0 . 3 and Sc QGD = 1 . 

All three methods clearly reproduce the formation of secondary

aves reflecting from the upper wall of the channel and upper sur-

ace of the ledge. Behind the rarefaction wave, over the corner of

he ledge, the gas density is at its minimum, and near the contact

iscontinuity, after the triple point over the ledge, the gas density

s at its maximum. 

The above results show that QGDFoam density distribution

eems less smoothed compared with rhoCentralFoam upwind and

ore smoothed compared with rhoCentralFoam TVD 2nd order. 

The grid convergence of QGD algorithm for 120 × 40, 240 × 80

nd 480 × 160 points shows the monotonic improvement of the

umerical solution [5] . Our calculations for 240 × 80, 480 × 160 and

920 × 640 grid points show a similar behavior ( Fig. 10 ). 

.2. Backward-facing step flow in a channel 

One of the important features of the QGD system and associ-

ted algorithm is its capability to simulate gas flows in a wide

ange of velocities, namely from laminar to turbulent regimes and

rom subsonic to hypersonic speeds. This remarkable property dis-

inguishes QGDFoam from other solvers implemented in Open-

OAM, each of them having a limited range of applicability. For ex-

mple, rhoCentralFoam fails to simulate low Mach number flows. To

alidate QGDFoam ability to simulate laminar subsonic flows, the

roblem of backward-facing step flow in a channel is considered

28] . This problem was well-studied both experimentally and nu-

erically. 

The length of the separation zone x l behind the backward-

acing step is one of the main parameters characterizing the flow.

hen the flow is laminar and two-dimensional, the dependence

 l ( Re ) is almost linear. 

The computational domain consists of two straight channels

ith constant height. The short channel of height h expands
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Table 2 

Comparison of L 1 -norm computed for Tests 1 – 7 using rhoCentralFoam (RCF) and QGDFoam 

(QGD) solvers. 

Test no. 1 2 3 3a 4 5 6 7 

RCF 0.0024 0.2726 0.0287 0.6935 1.3929 0.0103 0.0103 0.0532 

QGD 0.0065 0.2909 0.0368 0.6 84 9 3.6953 0.0021 0.0116 0.0775 

Fig. 9. Comparison of density contour plots for forward step case computed with QGD algorithm (top), rhoCentralFoam with upwind disretization (middle) and rhoCentral- 

Foam with TVD 2nd order vanLeer limiter (bottom) at time t = 4 s. 
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abruptly into the long one of height H , length L , and H = 2 h

( Fig. 11 ). The length of the short part is taken equal to h and length

L = 26 h . 

The flow in the inlet of the channel is laminar and

obeys Poiseuille’s law with parabolic velocity profile: U x (y ) =
 max 

(
1 − y 2 /h 2 

)
, where y is measured from the center-line of the

small channel. The value of the maximum velocity U max is calcu-

lated from the average velocity of the flow using relation for vol-

umetric flux U max = 3 / 2 U a v . The value of the average velocity U av 

is determined by the value of far field Mach number U a v = Ma · c.
ach number Ma in experiment [28] was less than 0.01, which in-

icates a deep subsonic regime. To save computational costs, we

elect far field Mach number Ma = 0 . 1 . For all calculations the av-

rage inlet velocity was kept identical. 

The value of Reynolds number is varied by changing the viscos-

ty of the fluid: Re h = ρU a v h/μ. Note, than in [28] H was taken as a

haracteristic length. According to experimental data [28] , the flow

or Re h up to 400 is two-dimensional and steady. The length of the

eparation zone x 1 is deduced from the location where U x changes

ts sign. 
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Fig. 10. Comparison of density distribution plots for forward step computed using 

QGD algorithm at 3 different grid distributions: a) coarse 240 × 80, b) medium 

480 × 160 and c) very fine 1920 × 640. 

Fig. 11. Sketch of the computational domain for the backward-facing step in a 

channel problem. 

Table 3 

Comparison of calculated and experimentally measured length of separation zone 

x l normalized by the step height h . 

Re 50 100 200 300 400 

Experiment [28] 3.0 5 8.5 11.3 14.2 

simpleFoam 2.8 4.8 8.1 10.2 11.5 

QGDFoam 2.9 4.9 8.2 10.2 11.6 
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All calculations are performed up to establishment of the steady

tate solution, which corresponds to the physical time needed for

he flow to pass 5 or more times through the domain. Boundary

onditions are set as follows: 

• Inflow – parabolic profile for horizontal component of velocity

U x , U y = 0 , ∂ p/∂ x = 0 and T = const, that ensures the specified

far-field Mach number; 
• Outflow – fixed pressure and zero normal derivative for velocity

components and temperature (subsonic outlet). 
• Rigid walls – zero velocity components U x = U y = 0 and zero

normal gradient for pressure and temperature (no slip imper-

meable and adiabatic wall). 

Calculations are performed using artificial QGD dissipation with

oefficients α = 0 . 5 and Sc QGD = 0 . Uniform spatial grids with 10,

0 and 40 cells per height h were used. For the last two grids

he difference in separation zone length x l was negligible, which

roves the grid convergence of the numerical solution. 

The rhoCentralFoam fails in computing this problem, and the

GD results are compared with calculations made by simpleFoam

tandard OpenFOAM solver, see Table 3 . The simpleFoam imple-

ents numerical FVM approximation to incompressible steady-
tate Navier–Stokes equations for laminar and turbulent flows

sing SIMPLE algorithm [23] . In simpleFoam central difference

chemes are used to approximate both convective and diffusive

erms. From the Table 3 it is seen that for Reynolds numbers up

o 300, the results for both methods are in a good agreement with

he experiment. For Re h ≥ 400, the difference increases. For QGD

alculations this difference is connected with the compressibility

ffects, due to with Ma = 0 . 1 in the computations and Ma < 0.001

n the experiments, see [5] . 

Flow visualization for Re h = 200 and 400 is shown on Fig. 12 . 

.3. Underexpanded Ladenburg nozzle jet simulation 

For the first jet flow benchmark, the Landenburg supersonic

ozzle experiment has been selected. This case was successfully

sed for verification of rhoCentralFoam [21] , making it a good tool

or quantitative analysis of the developed QGDFoam solver. Within

his experiment, Mach reflection and the formation of a Mach disk

re studied. The turbulent effects can be neglected and the flow

n the first shock cell behind the nozzle exit can be considered as

nviscid. 

Fig. 13 presents a sketch of the computational domain and the

efinition of boundaries. In the considered experiment, the pres-

ure ratio between the inlet and the ambient conditions is rela-

ively small ( ≈ 4). Thus the gas jet does not expand in radial di-

ection farther than 3/2 R , and the size of the first expansion cell

oes not exceed 3 R in axial direction. This characteristic lengths

re used to determine the size of the computational domain as

 R × 6 R . 

According to the experimental setup [29] the following

oundary conditions were imposed for both rhoCentralFoam and

GDFoam solvers: 

• Inlet – fixed velocity in axial direction 315.6 m/s, static pressure

2.72 bar and temperature 247.1 K. 
• Rigid walls – zero velocity (no-slip condition), zero gradient for

pressure and temperature (impermeable adiabatic wall). 
• Outlet – mixed outlet condition depending on exit local Mach

number: 

– transonic and supersonic flow - zero gradient for all fields; 

– subsonic flows - fixed pressure (1 bar) and zero gradient for

velocity and temperature. 

The jet is assumed to be an axisymmetric flow of perfect gas

ith molar mass M = 28 . 96 g/mole, constant pressure specific heat

 p = 1004 . 5 J/(kg K), and Sutherland’s law for viscosity: 

(T ) = A s 
T 1 . 5 

T + T s 
, 

here A s = 1 . 45810 −6 kg 

m ·s ·K 0 . 5 , T s = 110 . 4 K. 

The calculations were carried out for three increasing mesh res-

lutions: 10, 20 and 40 cells per characteristic length (radius) with

niform distribution in radial and axial directions. According to

ualitative observations on rhoCentralFoam and QGDFoam numeri-

al diffusion from the previous section, we used the following set-

ings for simulations: 

• rhoCentralFoam with 2nd order TVD scheme and Minmod lim-

iter; 
• rhoCentralFoam with 1st order upwind scheme; 
• QGDFoam with α = 0 . 3 and Sc QGD = 1 for all three mesh reso-

lutions; 
• QGDFoam with α = 0 . 3 and Sc QGD = 0 . 15 for fine mesh resolu-

tion. 

Comparing the axial position of the Mach reflection and its ra-

ial height, we can compare the numerical diffusion of the differ-

nt schemes (see Table 4 ). 
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Fig. 12. Streamlines colored with vorticity for the backward-facing step in a channel at Re h = 200 (top) and Re h = 400 (bottom). 

Fig. 13. Sketch of the computational domain for the simulation of Ladenburg su- 

personic jet flow. 

Table 4 

Comparison of triple point position calculated with different methods on the 

fine grid. The position is normalized by nozzle diameter 5.0 mm. 

Solver/settings First expansion Height of Mach disc 

cell length 

Experiment 2.66 0.34 

rhoCentralFoam 

2nd order TVD Minmod 2.76 0.35 

rhoCentralFoam 0 (no Mach 

1st order upwind 2.94 reflection) 

QGDFoam α = 0 . 3 , Sc QGD = 1 2.93 0.225 

QGDFoam α = 0 . 3 , Sc QGD = 0 . 15 2.76 0.34 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 14. Comparison of density contours calculated with QGDFoam α = 0 . 3 , Sc = 

0 . 15 and rhoCentralFoam 2nd order TVD scheme with Minmod limiter. 
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For the first two mesh resolutions, numerical diffusion is large

enough to suppress the formation of Mach disk, resulting in over-

predicting of the length of the first expansion region. For finer

mesh resolution, both rhoCentralFoam with 2nd order TVD scheme

and QGDFoam resolve Mach reflection, whereas rhoCentralFoam

with upwind discretization is still too diffusive. 

The algorithm implemented in QGDFoam with Sc QGD = 1 . 0 is

more diffusive than Kurganov–Tadmore scheme with 2nd order

TVD approximation of convective fluxes, but far less diffusive than

HLL scheme (Kurganov–Tadmor (KT) scheme with pure upwind).

The QGDFoam results can be improved by adjusting artificial vis-

cosity with Sc QGD coefficient. For example, QGD algorithm produces

a solution similar to KT with TVD by setting Sc QGD = 0 . 15 Fig. 14 . 

5.4. Overexpanded supersonic jet simulation 

Here is the QGD implementation is tested to reproduce the

shock cell structure in axisymmetric supersonic jet flows at over-

expanded conditions. Reference data is a renowned NASA Langley

experiment, conducted by Seiner [30,31] and widely used for CFD
ode verification. In this experiment several types of nozzles were

ested in a wide range of operation conditions, determined by pa-

ameter β j , corresponding to ideal isentropic jet expansion: 

j = 

√ 

M 

2 
j 
− 1 (27)

A nozzle with exit Mach number 2.0 and regime with β j = 1 . 1

as selected for verification. This regime corresponds to the fol-

owing parameters at the nozzle exit section: 

• Exit Mach number Ma = 2 . 0 . 
• Static pressure p = 46 , 632 Pa. 
• Static temperature T = 163 . 5 K. 
• Gas velocity U = 512 . 3 m/s. 

According to Kudimov et al. [32] , a supersonic jet under these

onditions can be divided into three regions: 

1. Starting region with an almost inviscid behavior, encompassing

approximately first 2 shock cells. 

2. Transitional region with a momentum exchange between sur-

rounding quiescent medium and supersonic jet. 

3. Turbulent region with a fully developed turbulent flow at trans-

and subsonic velocities. 

Developed turbulent flows are outside of the scope of this work.

nly the starting part of transitional regions are selected for com-

arison with experimental data ( ≈ 6 radius from the nozzle exit).

he computational model and the associated boundaries are sim-

lar to those used in previous section, Fig. 13 . The flowing gas
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Fig. 15. Pressure distribution on the centerline of the nozzle computed with QGD 

equations for an under-expanded jet at different mesh resolution. 

Fig. 16. Comparison of pressure distribution on the centerline of the nozzle com- 

puted with QGDFoam and rhoCentralFoam solvers on the finest mesh. 
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t

s assumed to be viscous and to obey the perfect-gas equation-

f-state: molar mass 28.96 g/mole, adiabatic heat capacities ratio

= 1 . 4 , isobaric specific heat capacity C p = 1005 J/(kg K) and con-

tant dynamic viscosity μ = 1 . 8 × 10 −5 Pa s. According to experi-

ent, standard ambient conditions are used: pressure 101,325 Pa

nd temperature 292.15 K. Since OpenFOAM is essentially a 3D

ode, axial symmetry is modeled as wedge of small angle 2 ° with

ne cell in tangential direction. The computational domain is dis-

retized as follows: 

• the region of size 6 R × R , which is located behind the nozzle

exit and is expected to encompass the major part of the jet, is

meshed with a uniform grid. 
• the rest of the computational domain (external region) is

meshed with a nonuniform grid cells that increase with the dis-

tance from the nozzle exit plane. 

The following meshes are used: 

• coarse mesh – 10 cells per radius, total mesh size is 7580 ele-

ments; 
• medium mesh – 20 cells per radius, total mesh size is 30,320

elements; 
• very fine mesh – 80 cells per radius, total mesh size is 365,120

elements; 
• very very fine mesh – 120 cells per radius, total mesh size is

821,520 elements. 

The boundary conditions are: 

• Inlet: fixed values for pressure, temperature and velocity, ac-

cording to nozzle exit parameters listed above. 
• Rigid walls: zero value for all components of velocity (no-

slip condition), zero normal gradient for pressure (impermeable

wall) and zero normal gradient for temperature (adiabatic wall).
• Outlet: mixed boundary condition depending on local Mach

number: 

– for subsonic Mach number fixed value of ambient pressure

is imposed and zero gradient for velocity and temperature

is set, 

– or trans- and supersonic velocities, zero normal gradient for

all quantities is assigned. 

According to previous studies, the parameters for the QGDFoam

olver are set as α = 0 . 3 and Sc QGD = 0 . 25 . Time step is adjusted

ynamically to keep CF L = 0 . 4 . 

On a coarse grid, the solution is stationary. Reducing the grid

tep leads to the appearance of oscillations in the mixing layer be-

inning with the 3rd shock cell. Figs. 15 and 16 are obtained after

veraging the flow over the time interval 3 × 10 −3 s, which cor-

esponds to 10 flow passages through the computational domain.

he instantaneous temperature and density fields are given for the

mallest grid step “very very fine mesh” in Fig. 17 . 

Mesh convergence of the center-line time-averaged pressure

istribution is compared with the experiment in Fig. 15 . Here it

s clearly seen that the QGD solution converges to experimental

ata (first two shock cells). Moreover, QGD algorithm resolves ac-

urately the 3rd shock cell which is located in the beginning of the

ransitional region, where Kelvin–Helmholtz instability waves start

o emerge, Fig. 17 . Further discrepancies between calculation and

xperiment can be explained by both assumption of flow axisym-

etry or insufficient space discretization. 

The variant with the finest mesh is also simulated using rhoCen-

ralFoam solver completed by k- ω SST Reynolds Averaged Navier

tokes model [33] . Comparison of QGDFoam and rhoCentralFoam

esults shows a superiority of the QGD algorithm. Although rho-

entralFoam with RANS model qualitatively resolves shock cell

tructure in the inviscid region, it overpredicts the lengths of

ompression-expansion zones, Fig. 16 . 
. Solver performance 

The performance of QGDFoam solver was analyzed using follow-

ng cases: 

1. serial calculation for the 1D Sod problem, Section 4 ; 

2. serial calculation of 2D forward-facing step problem,

Section 5.1 ; 

3. parallel calculations of 2D forward-facing step problem,

Section 5.1 . 

All calculations have been performed using a HP BL2x220 HPC

luster with Intel(R) Xeon(R) CPU X5670 @ 2.93 GHz 12-core pro-

essor nodes. For 1D simulations, we used a mesh with 80 0 0 cells

nd constant times step 	t = 10 −5 s. Calculations were performed

or 25,0 0 0 time steps until the time t = 0 . 25 s was reached. 

For 2D simulations the finest quadrilateral mesh from

ection 5.1 was used with approximately 1 million computational

oints. The time step was fixed at value 	t = 10 −4 s, calculations

ere performed for 2500 time steps until the time t = 0 . 25 s was

eached. 

For 1D simulations our implementation of QGDFoam is about

0% faster than rhoCentralFoam , showing 168 s versus 202 s of CPU

ime. 
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Fig. 17. Flow structure of supersonic jet at overexpanded conditions, computed with QGDFoam using finest mesh and α = 0 . 3 , Sc QGD = 0 . 25 : temperature distribution (top) 

and density distribution (bottom). 

Fig. 18. Parallel efficiency of QGDFoam and rhoCentralFoam solvers. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 5 

Parallel efficiency of QGDFoam solver. 

No No. of CPU CPU time, s Efficiency, % No. of cells 

1 1 585 – 16,128 

2 2 327 89 8064 

3 4 170 86 4032 

4 6 126 77 2688 

5 8 108 67 2016 
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For 2D serial simulations of forward-facing step QGDFoam

solver is about 28% slower than rhoCentralFoam , showing 6941 s

versus 5032 s of CPU time. The reason for such increase of compu-

tational cost is due to LSM approximation of QGD-terms at mesh

faces which requires the calculation of spatial partial derivatives

using values from adjacent cells. Optimization of expressions for

approximation of QGD-terms should increase significantly the se-

rial performance of QGDFoam solver. For example, efficient and fast

algorithm for tetrahedral meshes can be found in [34,35] which

can be extended to hexahedral meshes. 

Parallel performance of QGDFoam together with rhoCentralFoam

was evaluated for 96, 48, 24 and 12 cores. Results are presented in

Fig. 18 . It can be seen that speedup is near ideal line and is almost

linear even for 96 CPUs ( ≈ 11 thousands cells per node). Small

deviations from linear line could be caused by operating system

performance issues. Often it is more important to determine the

lower threshold of parallel efficiency in terms of minimum number

of grid cells per computational processor. To find this value, the

forward-facing step case has been investigated with coarse mesh

resolution (16128 cells), physical simulation time 4 s and time step

0 . 25 × 10 −3 s, see Table 5 . 

According to above measurements of CPU time, computational

costs of OpenFOAM implementation of QGD-algorithm are the

next: 
• For 1D simulations – ≈ 0 . 8 × 10 −6 s per cell per time step. 
• For 2D simulations – ≈ 2 . 2 × 10 −6 s – 8 × 10 −6 s per cell per

time step. 

. Conclusions 

The new OpenFOAM solver for compressible perfect gas flow

imulations in a wide Mach number range using regularized gas

ynamics equations has been developed. Due to the nature of

uasi-gas dynamics (QGD) equations, it is possible to avoid a num-

er of techniques for numerical flux limiting widely used to sup-

ress non-physical oscillations in the numerical solution of Eu-

er equations. However, introduction of new second order terms

n QGD equations compared with Navier–Stokes equations needs

nhancement of the standard OpenFOAM’s computational stencil

or the calculation of partial derivatives at cell’s faces. This issue

as resolved by utilizing the least-square method and the finite-

ifference method applied to the unstructured grid. The simplicity

f approximations used in the developed solver makes it a good

ool for problems where massive parallel computations on unstruc-

ured grids are needed. 

The developed solver has been tested for a number of Riemann

D problems (Sod’s problem, Noh test and others) and a few 2D

ases – Mach 3 forward step, Ladenburg supersonic jet flow with

ach reflection, NASA Langley supersonic overexpanded jet flow

nd subsonic laminar flow over a backward-facing step. The test-

ng procedure has shown that whereas QGD algorithm is more dif-

usive than Godunov-type methods with 2nd order TVD schemes

ith limiters, it is far less diffusive compared with pure upwind

chemes as HLL. It was shown that the QGD algorithm allows to

uccessfully resolve sonic and supersonic flows. 

The diffusion of the QGD algorithm is determined essentially

y introducing additional terms and can be tuned with parameters
QGD and Sc QGD allowing direct control over numerical solution.

ince our approximation of QGD equations has been designed to

se unstructured grids with arbitrary cell shape, QGDFoam solver
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an be potentially used for flows with complex geometries with-

ut diminishing the accuracy of approximation. 

Scaling tests for up to 96 cores showed good scalability of

GDFoam solver (OpenFOAM implementation of QGD algorithm). 

In future research we plan to test the solver for more com-

lex flows, including at the incompressible limit, with 3D geometry

nd use of different OpenFOAM libraries (thermophysical proper-

ies, turbulence models, mesh motion and others). The recent ver-

ion of the solver can be found at GIT repository https://github.

om/unicfdlab/QGDsolver . 
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